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ZEero-sum game



i /ero-sum game

We say that a game Is a
zero-sum game If the
sum of payoffs of all
players Is always zero.

\l /




‘.L Product game

/Player I chooses a number from 2’ or ‘-D
and player II chooses a number from ‘1’
or ‘-2’ simultaneously. Then player II
gives $p to player | where p is the product
of the two numbers. (Player 1 pays player

2 If p Is negative.)
= /




‘.L Product game

ﬁhis IS @ zero-sum game. \

Player |1
(Column Player)

1 -2

Player | 2 1 (2-2) [ (-44)
(Row Player)| -1 | (-1,1) | (2,-2)




i Product game

/"We may use two matrices Aand
B to represent the payoffs of
players | and Il respectively.

) el

\Note that B Is just the negative ofAy




‘.L Game matrix

Therefore we may use one single matrix to

\

(a,
a21

a

ml

C¥
a'22

a

m?2

represent a zero-sum game. Suppose the payoffs
of player I is represented by the matrix

d,
a2n

a

mn

Then the payoffs of player Il is just
B=—-A

/




Saddle point

me say that the entry a;; Is a saddle point of \

&; &, - A,

I ;; Is the largest number in its column and the
smallest number in its row, in other words

1. g =2 foranyl<k<m.

Q a;, <a, foranyl<l<n. /




‘.L Saddle point
- :




‘.L Saddle point

1.

2.

\_

ﬁlppose a;; IS a saddle point of \

If player | uses the i-th strategy, then no
matter how player Il plays

 payoffof 1> 4, |

If player Il uses the j-th strategy, then no
matter how player | plays

 payoffof I<a, | /




Value of game

+

NVe say that the value of game is v if

\

strategy, such that no matter how Il plays

: payoffof | >v ]

strategy, such that no matter how I plays

[ payoffof | <v ]

~

1. there exists a strategy of I, called the maximin

2. there exists a strategy of 11, called the minimax

/




‘.L Value of game

-~

\_

~

Suppose A has a saddle point a;;
Then the value of the game Is

/




‘_L Uniqueness of value

There can be more than one saddle point. However,
the value of any two saddle points must be the same.

{Theorem. Suppose a; and a,, are saddle points. Then}

a;; = dy

Proof. Using alternatively that a;; and a,, are saddle
points, we have : :

Therefore Ay . Ay ..
\ Qqj = Ay : : /




‘_L Finding saddle point

ﬁ Write down the minimum entry of each row. \

2. Write down the maximum entry of each column.

3. If the maximum of the row minima (maximin) and
the minimum of the column maxima (minimax) are
equal, then there is a saddle point at the
corresponding entry.

Example:

saddle

\{point




‘_h Finding saddle point
/Example: \

min
1 -2 -4 2\ -4
-2 4 -5 2| -5
3 1 |-2/ 0| (-2
-4 0 -3 3) -4
max 3 4 3

There Is a saddle point at the 3,3 entry.

Qhe value of the game is -2. /




‘_L Finding saddle point
/Example: \

min
2 -2 3 5 —2
7 1 -4 3| -4
-2 -3 O 2 -3
1 0 4 -2) [2]

max 745

The maximin and minimax are not equal.

Qhe game has no saddle point. /




‘_L Pure and mixed strategies

/ Pure strategy
Constantly using one strategy.

Mixed strategy

Using different strategies according to
\certain probabilities.

~

/




i Pure and mixed strategies

éuppose | has m strategies and Il has n \
strategies (the game Is represented by an m by
n matrix). Then a mixed strategy of | is a vector

p=(P,, Psr*s Pp)
where

1. 0<p <1foranyi=12,---,m
2. Pp+pP++p,=1
Here p; Is the probability that | uses the i-th

Qtrategy. /




i Pure and mixed strategies

(s

Imilarly a mixed strategy of Il is

q=(04, 0.+~ q, )
Note that a pure strategy Is also a

\to 1 and all other p;’s equal to O.

\

mixed strategy with one of p;’s equal

/




‘_L Pure and mixed strategies

ﬁ?ecall that if I uses p=(p, p,.-p,) and 11 \

uses q=(a,,9,,"-*,q,), then the expected
payoff of | Is

E(PA): a; PG +a,P,9, +---+a, Pg, +---+a, X, Y,

(all dp, oo aln\/ql\
_(p o, .- p)a21 Ayttt 8y || Gy
— 1 2 m . ; s s ;
\aml Any " amn)\qn/

N /




‘_L Minimax theorem

For any finite two-person zero-sum game, the
value of the game exists. In other words, there
exists real number v such that

1. there exists mixed strategy of I, which is
called maximin strategy, such that the payoff
of | 1s at least v no matter how |11 plays,

2. there exists mixed strategy of |1, which is
called minimax strategy, such that the payoff
\ of | Is at most v no matter how | plays.




‘_L 2-by-2 game

To solve 2-by-2 game

4 (a bj\
A:
c d
g J

1. Find if there Is a saddle point.

2. If there i1s no saddle point, suppose | uses
p=(pl-p) O< psl]




‘_L 2-by-2 game

e 4 b )
pA=(nl—p{ j

=(ap+(1-p)c,bp+(1—p)d)
\ :((a—c)p+c,(b—d)p+d)/

That means the payoff of | Is

1. (a-c)p+ciflluses 1t strategy.

2. (b-d)p+difll uses 29 strategy.



‘_L 2-by-2 game

Now If
4 (a—c)p+c=(b—d)p+d A
(a—b+d—-c)p=d-c
d-c
P =
\ a—b+d-c /

then the payoff of | will be fixed no
matter how Il plays.



‘_L 2-by-2 game

In this case the payoff of | is always

a—-b+d-c

Q;—dm+c:%a—d{ d-c j+c

\

_ (ad —ac—cd +c2)+(ac—bc+cd —cz)

a—-b+d-c
ad —bc

\_ a-b+d-c

/

no matter how Il plays.



‘_L 2-by-2 game

Similarly suppose Il uses

| 9=(g1-q) 0<qg<1|
Then the payoff of | is given by the vector

.t bj( g )\
\¢ dAl-q payoffs of | if |
_(aq+b(1-q) / uses 1t strategy

cq +d(1-a)
_((a=b)a+ payoffs of | if |

\_ \le-d)a+dy7 |uses 2" strategy




‘_L 2-by-2 game

When

/(a—bh+b:%c—dh+d\
(a—b+d-c)g=d-b

~ d-b
\_ q_a—b+d—c/

no matter how I plays, the payoff of I will be

Q;—bh+b:{a—b{ d-b )+;\

a—b+d-c
~ad-—bc

g a-b+d-c P




‘_L Solution of 2-by-2 game

If the 2-by-2 game {Az [a g] has no saddle point,
then its value Is © y

{_ ad —bc
a—b+d—-c,
1. maximin strategy for I: [p:( d—c a—b j]

a—-b+d-c' a-b+d-c

The payoff of | is equal to v no matter how Il plays.

2. minimax strategy for I1: [q:[ d b a—c j]
a—b+d-c'a-b+d-c

The payoff of | is equal to v no matter how | plays.



‘.L Product game

A

/Player I chooses two numbers ‘2’ or -
and player II chooses two numbers ‘1’
or ‘-2’ simultaneously. Then player II
gives $p to player | where p is the

product of the two numbers. (Player |

\pays player Il If p Is negative.) /




‘_L Game matrix

ﬁﬁ'ategy of player I: <27, “-1”
Strategy of player II: “17, “-2”

The payoffs of | Is given by the game matrix

are

The payoff matrix of 11 Is

\ S [—12 _42]

~

/




‘_L Solution

ﬁl‘ he matrix A has no saddle point. \
Suppose | uses

[p=(p,1— p), 0< pg]_]

The payoff of | Is given by the row vector

(p 1- |0)(_21 _24j

(2p-(-p) -4p+2(1-p))

(3p-1 —6p+2) /

PA

-




‘_L Solution

plays If 3p-1—6p+2
9p=3
1
"73
Now
1 22 -4
; :J[_l 2j_(0 0)

Hence if | uses | (}4-23) J, his payoff will be
w) matter how Il plays.

>




‘_L Solution

/ imilarly suppose Il uses

| g=(g1-q) 0<qg<1 |

AqT:[—zl _24](1:
) 2q—4(1—q)j

(-g+2(1-q)

6q -4

\ - —3q+2j

|

~

The payoff of 1l is given by the column vector

/




‘_L Solution

2
-1

—4
2

0
0

5 1R

Hence if 11 uses | (24.24) |, the payoff of I wi
Qe O/no matter how | plays.

II/




‘_L Solution

ﬁ herefore the value of the game matrix

IS

k matter how I plays.

.

2
-1

;)

V=0,

matter how Il plays.

2. When Il uses [(/ % )]

the payoff of 1 is|0)

~

1. When | uses [(%5.24)], the payoff of I is[0no

no

/




i Using formulas

ﬂ)ne may solve the game \
)
A —
-1 2
using the formulas derived previously.
The value of the game is

o _ad-be _ 22)-(-4-1)

a-b+d-c 2—(-4)+2—(-1)
NG —/




i Using formulas

4 = N

-1 2

1. The maximin strategy for | Is

( d-c a—b j N

p:\a—b+d—c’a—b+d—c

(2 SN,

(2—(—4)+2—(-1)'2—(—4)+2—(-1)

\x‘@@ )/




‘_L Using formulas

S

-1 2

2. The minimax strategy for Il Is

/q—/ d-b a—c )
la-b+d-c’a-b+d-c
(e 2y

~

\_ (53

Eop==t=sr=c)

/

~




‘_L Oddment method

/ A :( 2 _4n\ difference of \
-1 2 )=3 entries in rows

=

difference of

entries in columns

\_ /




‘_L Oddment method

o D

-1 2 )-3
3 -0 -
opposite signs

opposite signs V -

No saddle point if both
are of opposite signs.

\_ /




‘_L Oddment method

a A_(Zl 2?63x\ N
N

Interchange and
forget the signs

\_ /




‘_L Oddment method

/ A(z —4j63

= X
-1 2 )-3 6

3
P %
N

6 3 Ratios of the numbers
[% %]/ give the strategies.

\_ /

~




‘_L Oddment method

-

~

maximin [é %}\fmmlmax )

strategy for | strategy for |1

2 1

&p(g’gl \q[E’EL/




‘_L Example

A —

Solve the 2-by-2 game

(5

2

—3)
4







‘_L Example

minimax strategy for I1:

' q=(0.7,0.3)]

—>

o 5 —-3Y8 2 |o. \
maximin strategy for I: 5 —5 g g
' p=(0.2,0.8) 3 -7

X

3

value of the game:

\[v:2.6]

0.7 0.3

A=(0.2 08)> 3=
PR=te B2 4 )7
- (5 -3Y07) (26
Aq: =
2 4)03) (26

(26 2.6)

.




‘_L Modified rock-paper-scissors

ﬂlayer | strategies: Rock (R), Paper (P) \

o

Player 11
(Column Player)
R S
Player | (0,0) (1,-1)
(Row Player) (1,-1) (-1,1)

Player Il strategies: Rock (R), Scissors (S)

/




‘_L Modified rock-paper-scissors

ﬁhe payoff matrix of Player I is

e

The payoff of Player Il is just its negative

\ B:_A:(—Ol _1j

~

/




‘_L Modified rock-paper-scissors

@Jppose Player Il uses strategy (0.2,0.8). \

Calculate

() 4025

The expected payoff of Player I is 0.8 if he uses rock(R).
Qe expected payoff of Player I is -0.6 If he uses rock(P)




‘_L Modified rock-paper-scissors

Suppose Player | uses strategy (0.4,0.6) and Player II\
uses strategy (0.2,0.8). The expected payoff of Player I is

paq” = (04 06)(; *)(77)

=04 06)( )

= —0.04

Qhe expected payoff of Player 11 is 0.04. /




‘_L Modified rock-paper-scissors

ﬂet p=(p1-p)

Equating

3
\Therefore the maximin strategy for | is p = (

~

2 1

1),




‘_L Modified rock-paper-scissors

/Let a-(a1-0) iy 5 :

1 -1)\1-¢q
— 21

1-q=2q-1
30 =2

Equating

"3

\Therefore the minimax strategy for Il is q = @@




Now

‘_L Modified rock-paper-scissors

pPA=

The value of the game is

_ LV:%J




‘_L Modified rock-paper-scissors

ﬁVe may also use the formulas. First we calcula@

a—-b+d—-c=0-1+(-1)-1=-3
Then

”p_( d—c a—b j_(—l—l 0—1j_(
\ a—b+d-c a-b+d-c ~3 ' -3 ’
”q_( d—b a—c j_(—l—l O_lj_(
5 a—b+d-c a-b+d-c -3 -3 ’

ad—bc _ 0(-1)—(-1)(-1) 1 ]
3

-
V =

\\\ a—b+d-c 3
\_




Modified rock-paper-scissors

B\ .

0 1)1 2 (%
A:(l —JZXl %

-1 2




‘_L 2-by-n game

/Consider the 2-by-n game

A:(aﬂ 8y, - ainj
Ay QA

n

Assume that A has no saddle point.
Suppose | uses

N p=(pl-p) 0<p<i




2-by-n game
n

ﬂ:onsider

oA = (p 1_p)(a11 A, ainj
Ay Gy Gy

Ay P+ Ay (1_ p)
\is minimum among the entries in pA.

~

= (allp + a21(1_ p) C T S azn(l_ p))
Then Il would use the k-th strategy so that

/




‘_L 2-by-n game

ﬁhen player | may guarantee that his payofm
IS at least

min {alk P+ay (1_ p)}

1<k<n

The above expression simply means the
minimum value of the entries in pA.

The maximin strategy of | will be
corresponding to a value of p so that the
above expression Is maximum. /




‘_L 2-by-n game

ﬁhe problem can be solved graphically. \

1. For each j = 1,2,...,n, draw the straight line
y=2a,X+a,;(1-x), 0<x<1

2. Draw the polygonal curve for
y =min {aik P+ay, (1_ p)}

1<k<n

3. Find p for which the above expression attains
It maximum.

4. Find the maximin strategy for I, the minimax
\strategy for 11 and the value of the game. /




‘_L Example 1

/Solve the game matrix

-1 5 3 2
A =
[6 -1 0 4

J

~

/




i Example 1

/ ) 5 3 2 \
A —

1. Draw a line for each column.

\\\ [y =| (—1)x +6(1— x)]

N

AN \
[ When x =0, T~ ’
—y=6 \ When x = 1,

\\ y=-1

N O (@)

L O ~, N W N U1 o

:ﬁ
{
u




‘_L Example 1

. NEERR

6 —1 4

1. Draw a line for each column.

6 6

5 \\ 5

4 \ 4

3 ~ \ — 3C3

, _;N:hgnx—o, ] |

. ///// When x =1,

Olé_[ = 3x+0(1—x) ~—~<;°
k o L5 ’ G

X = —




i Example 1

/

S

6

|

1. Draw a line for each column.

-1 5 3 2
-1 0 4

K © ~ N W N~ U o
I

\
.‘/

X =

1N

6
5C2
4

3C3

2

Cy

1
0




‘_L Example 1

4 NEEEER

6 -1 0 4
2. Draw the polygonal curve for minimum .

™~ ic
\\ //4

- .

[
A
\

.
°\|




Example 1
|

4 NEEEER

6 -1 0 4
3. Find the value of p for the maximum point.

6

~ s C,
1.8 // .

N

j oS
b/ — ;
=

(e R N W E N € (@)}

“

[P =0.




Example 1
|

/

o = N W B Ul (@)}

.
°\|




| Example 1
@e value of p and v can also be obtained by solving\

3X = —X + 6(1— x)
y = 3X 3X=—X+6-—6X
—
y =—X+6(1—x) 10x =6
X=0.6
y =3(0.6)=1.8
Therefore

\ (p=0.6] and (v=1.8]) /




Example 1
|

/VVe may also reduce Az( > Zj\
~-1(0J 4
1o
-1 3
o

Then use oddment method and obtain

(p=(060.4) |

K | 9=(0307) ] /




Example 1
|

Aon’t forget that there are 4 strategies for II.\
—1 3 |2
A=
( 6 1 0 4
Therefore \
maximin strategy for I: X@ 6\0\) ]

minimax strategy for 11:| q= (o.é‘,o,o.?o)]

\value: (v=18] /




‘_L Example 2

/Solve the game matrix N

-1 -2 2 -3
A =
2 1 2

\_ /




i Example 2

/ NEEE

2 1 -3 4
1. Draw a line for each column.

4

3

2

1

0 \\>Zk 0

1 —— \\ -1 Cl
> i
Nl e/

X=0 Xx=1




‘_L Example 2

/ NEEE

2 1 -3 4
2. Draw the polygonal curve for minimum .

\ 3

4

3

2

1 — // 1
Em————l

-1 ~J 1 C
2 — — §\ ZCi
; T~

\// ‘ ﬂ
X=0 Xx=1




Example 2
|

/

/
\\\///
y =2x—3(1—x)|

\ e —
N

N
//




‘_L Example 2

to

\

|

(wemayreae (! (%) 7

-2 2
1 -3

J

Then use oddment method and obtain

'p=(0505) |
| 9=(0.625,0.375)]

/




‘_L Example 2

Kl'herefore the solution of the game matrix \

" (_2 [_12] [

IS
maximin strategy for I:
minimax strategy for I1:

\value: v=-05]

)
AN

\Q (0505ﬂ\

q ?0062503750

/




‘_L m-by-2 game

ﬁ 0 solve m-by-2 game

\

A=

A=—AT :(

(&,
a21

\a

ml

A
C¥

a,, )
a22

am2/

we may first solve the 2-by-m game
—ay,
—ay,




m-by-2 game
i

and obtain \

maximin strategy for A: | P (ny' 0, )
minimax strategy for 4. | q =(q,",---.q,")
value of A’: v'

Then
maximin strategy for A: | P=0'= (0", 0,")
minimax strategy for A: = q=p'=(p,, p,)

\value of A: v=—-V' /




‘_L Example

/Solve the game matrix N
(1 —6)
-5 1
A=
-3 0
—2 -4




‘_L Example

@)Iving

A,_ AT—(_l 5 3 2)

6 -1 0 4

we have

maximin strategy of 4’ :IO' = (0-6,0-4)]

~

minimax strategy of A’: [ q =(0.3,0,0.7

0)]

Q/alue of 471 [v'=1.8]

/




‘_L Example

ﬁherefore the solution to

IS

~

maximin strategy of A: p

minimax strategy of A: | q

\value of A: ([v=—v'= —1.é]

(1 —6)
-5 1
A:

-3 0
\—2 —4)
-q'=(0.30,0.7.0) |
—p'=(0.6,0.4) ]

/




‘_L Dominated strategy

ﬂ We say that row R, dominates row R, if\

every entry of R, Is larger than or equal
to the corresponding entry of R..

2. We say that column C, dominates column
C, if every entry of C, Is less than or
equal to the corresponding entry of C..

If a row (column) is dominated by another
row (column), then it can be removed when

Qinding the solution of the game. /




Example 1
T

\

/Solve the game
3 2 -2 1
A=-1 -2 3 0
0 -1 4 3,




Example 1
i

ﬁ\e second row Is dominated by the third rcm

(3 2 -2 1)
A=| =t—=2—=3—10
L0 -1 4 3

The matrix is reduced to

N A':(o 14 3) Yy




Example 1
N

@)Iving the 2-by-4 matrix A.:(f% 2 -1 1j

the solution to A’ Is
p=(0802)] (q'=(004006)] [v' =1.2]

Don’t forget that I has three strategies.
Now we may write down the solution to A

\ 'p=(0800.2)| | q=(00.4,006)| | v=1.2 | /




‘_L Example 2

/Solve the game
(1 -1 -3 4
-3 -2 2 1
A=
1 -2 -4 -3
2 0O -1 3,




‘_L Example 2

/1. 3" row is dominated by 4t row \

(1 -1 -3 4
-3 -2 2 1
1 —4——3

2 0 -1 3,




‘_L Example 2

/2. 4t column is dominated by 2nd columm

(1 -1 -3 K
-3 -2 2

44— ——
2 0 -1 B,




‘_L Example 2

/3. 15t row is dominated by 4™ row. \

(1—3—3—2 )
2 2
1——2—4—
2 0 -1 B,




‘_L Example 2

ﬁhe solution to the reduced matrix

-3 -2 2
A'
B

J

IS

~

p'=(0208)] [q=(00604) |v=-04]

Therefore the solution to A IS

@] [v =-0.4 ]

Add the deleted rows
and columns back

[p: 0.2/d,0.8) [q=(0,0.6,0.4

/




‘_L Exercise 1

Solve

(17 11))

A=|-4 20
o 17,




‘_L Exercise 1

( )
. (-7 4 -5
A=_AT =
-11 -20 -17
N\ J
5 / 5C2
0 / 0
// C
5 53
[V — _13] // ///‘
-10.______“-“ //—/ -10
-15 : — -15
— T | C
-20 / ! p': 033] -20 :
X=0 : X=1



‘_L Exercise 1

4 O)
(17 4 -5
A=-AT =
~11 20 -17
g /

the solution to 4’ Is
p'=(0.330.67) [a'=(067,00.33) |v'=—-13)

The solution to A is
p=(067,0033) [a=(0.330.67)| | v=13 |




‘_L Jamaican fishing

William Davenport:
Jamaican fishing, a game theory analysis;
Yale University Publications in Anthropology, No. 59



i Jamaican fishing

Average profit per month of fisherman

Current
Run Not run
Inside only 17.3 11.5
Fisherman | Outside only -4.4 20.6
In and Out 5.2 17.0




‘_L Jamaican fishing

(173 115))

A=|-44 20.6
\ | 9.2 17.0//
Minimax Real
solution situation
Fisherman (0.67,0,0.33) | (0.69,0,0.31)
Current (0.31,0.69) (0.25,0.75)
Expected profit 13.31 13.29




‘_L Jamaican fishing

When current uses q = (0.25,0.75),

-

Aq=(
\

17.3 11.5
—4.4 20.6
52 17.0

)

0.25) _
0.75

(

12.95
14.35

14.05

~

|

)

The best strategy for the fisherman is
(0,1,0), 1.e. always fishing outside.
However it is a relatively risky strategy.



‘_L Exercise 2

/Solve the game
(3 5 6 4
4 8 7 5
A=
6 3 1 2
2 5 3 4,




‘_L Exercise 2

ﬁDelete the dominated strategies in thh
order R,, C,, R,.

4 A

4 [/ 5
6 1 2

\ \ S




o = N (€Y BN (6 (@)} N

‘_L Exercise 2

“

a A
The reduced matrix is (6 1 Zj
C
/- 72
] : " 6
(V=44 —T | |.c
ey p—— e — 3
-
-/;7/ z
/ 1
X=1




‘_L Exercise 2

/Therefore the solution Is

maximum strategy for I:

minimax strategy for I1I:

value of A: [V = 4-4]

\

=(0,0.8,0.2,0)|

P
q

(0.6,0,00.4)]

/




i Colonel Blotto game

Colonel Blotto was tasked to distribute
his soldiers over 3 battlefields knowing
that on each battlefield the party that has
allocated the most soldiers will win and
the payoff Is the number of winning
fields minus the number of losing fields.



i Colonel Blotto game

If Colonel Blotto has n platoons,
then the total number of
strategies he has is C]* .

Example: When n =4, Colonel
Blotto has C, =15 strategies.



i Colonel Blotto game

Suppose Colonel Blotto has 4
platoons and his enemy has 3
platoons. Then Colonel Blotto has
15 strategies while his enemy has
10 strategies. The game Is
represented by a 15-by-10 matrix.



i Colonel Blotto game

However, we may simply it to a 4-by-3

matrix. Enemy
300 210 111
400 1/3 -1/3 -1/3
Colonel | 310 2/3 1/3 0
Blotto | 220 1/3 2/3 1
211 1 2/3 1/3

Expected payoffs of Colonel Blotto



Colonel Blotto game

Expected payoff when
Colonel Blotto uses 220
strategy and Enemy
uses 300 strategy Is
calculated in the table.
Both players have 3
ways to distribute their
army, so there are 9
possibilities.

Blotto | Enemy Payoff
220 300 -1+1+0=0
220 030 1+(-1)+0=0
220 003 1+1+(-1)=1
202 300 -1+0+1=0
202 030 1+(-1)+1=1
202 003 1+0+(-1)=0
022 300 -1+1+1=1
022 030 0+(-1)+1=0
022 003 0+1+(-1)=0
Expected payoff: 1/3




i Colonel Blotto game

We may also fix the
distribution of Blotto’s
army. To calculate the
expected payoff when
Colonel Blotto uses 310
and Enemy uses 210,
only 6 distributions of
Enemy’s army are
needed to be considered.

Blotto | Enemy | Payoff
310 210 1
310 201 1
310 120 0
310 102 1
310 021 -1
310 012 0

Expected payoff:| 1/3




i Colonel Blotto game

Then we need to solve the game matrix

Pl I
% 3 O
o7 1
<Y




‘_L Colonel Blotto game

The first two rows are dominated.

/% % L/\
3 T’_
O
Ay




i Colonel Blotto game

1
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The matrix is reduced to L 5 1 }
1 2
3
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L p=0.5
s L ) x=10




‘_L Colonel Blotto game

maximum strategy for Colonel Blotto:

p=(0,0,05,05)
(Using each of 220 and 211 with a probability of 0.5.)
minimax strategy for Enemy:
q=(s1-2s,5), 0<s<05

(For example using 210 constantly.)
value of the game: [ 2}

V=—
3

Note that the minimax strategy for Enemy is not unique.




